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ABSTRACT
Simulations are widely used to teach science in grade schools. These
simulations are often augmented with a conversational artificial
intelligence (AI) agent to provide real-time scaffolding support for
students conducting experiments using the simulations. AI agents
are highly tailored for each simulation, with a predesigned set of In-
structional Goals (IGs), making it difficult for teachers to adjust IGs
as the agent may no longer align with the revised IGs. Additionally,
teachers are hesitant to adopt new third-party simulations for the
same reasons. In this research, we introduce SimPal, a Large Lan-
guage Model (LLM) based meta-conversational agent, to solve this
misalignment issue between a pre-trained conversational AI agent
and the constantly evolving pedagogy of instructors. Through natu-
ral conversation with SimPal, teachers first explain their desired IGs,
based on which SimPal identifies a set of relevant physical variables
and their relationships to create symbolic representations of the
desired IGs. The symbolic representations can then be leveraged
to design prompts for the original AI agent to yield better align-
ment with the desired IGs. We empirically evaluated SimPal using
two LLMs, ChatGPT-3.5 and PaLM 2, on 63 Physics simulations
from PhET and Golabz. Additionally, we examined the impact of
different prompting techniques on LLM’s performance by utilizing
the TELeR taxonomy to identify relevant physical variables for the
IGs. Our findings showed that SimPal can do this task with a high
degree of accuracy when provided with a well-defined prompt.

CCS CONCEPTS
• Computing methodologies → Natural language processing;
• Applied computing → Education.
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1 INTRODUCTION
Simulations are widely used in science education, and prior research
shows that using simulations in science education can enhance
students’ comprehension of scientific concepts [21, 28]. However,
students often need guidance and scaffolding when conducting
experiments with simulations [14, 15], and it is challenging for one
teacher to provide real-time support to multiple students simultane-
ously [11]. Recent advancements in Large Language Models (LLMs)
[5] have revolutionized conversational AI agents as a plausible so-
lution to provide real-time support to students. But LLM-powered
conversational AI agents also present unique challenges. First, ex-
isting AI agents are highly customized for a specific simulation
with a predesigned set of Instructional Goals (IGs) [12]. Therefore,
teachers often struggle to edit these predesigned IGs or redesign
the IGs because the AI agent will no longer be aligned with the
revised IGs. Second, middle or high school science teachers lack the
technical expertise to customize AI agents [25]. This leads to the use
of pre-existing, non-customizable agents or third-party software,
which requires more time and resources for simulations. For similar
reasons, teachers also hesitate to integrate new/other third-party
(closed-source) simulations into their instructional materials.

How canwe empower teachers to integrate any third-party (open
or closed-source) simulation into their instruction materials such
that they can I) freely design their own Instructional Goals (IGs) and
II) quickly customize a conversational AI agent to better align with
their IGs? More importantly, how can we achieve this goal without
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requiring teachers to understand the technical details of Large
Language Models (LLMs) like GPT-4 [1] and PaLM [2, 7]? While
LLMs are trained on vast internet text data and can aid in language
comprehension tasks like answering questions [23] and facilitating
human conversations [30], adapting LLMs to domain-specific tasks
is still challenging due to a lack of proper knowledge grounding
in that particular domain. It is also unrealistic to expect school
teachers to learn knowledge-grounding techniques that require
in-depth machine learning or deep learning knowledge.

This paper introduces SimPal, a meta-conversational agent that
can assist school teachers in adopting any existing physics simula-
tion into their lesson plan while allowing them to custom-design
their own IGs and customize a general-purpose LLM that alignswith
those custom IGs, facilitating instruction at scale. SimPal achieves
this ambitious goal through meta-conversation, which is essentially
a conversation with the teacher about structuring future conver-
sations with students for simulation-based physics experiments.
Through natural (meta-)conversation with SimPal, teachers first
explain their desired IGs, based on which SimPal identifies a set of
relevant physical variables and their relationships to create sym-
bolic representations of the desired IGs. The symbolic representa-
tions can then be leveraged to design prompts for the original AI
agent to yield better alignment with the desired IGs.

Figure 1: SimPal’s high-level overview: The teacher converses
with SimPal, discussing their simulation of interest and corre-
sponding IG. As the conversation progresses, SimPal extracts
useful information from the conversation to infer a com-
putational representation of the teacher’s IG. That internal
representation is then communicated back to the teacher so
they can make any necessary adjustments.

Figure 1 presents an overview of SimPal’s interaction with the
teacher. The teacher conveys their IGs to SimPal, and then Sim-
Pal creates symbolic representations of IGs by identifying relevant
physical characteristics and their interactions. Accurately identify-
ing relevant physical variables is crucial, as the IGs are encoded in
terms of these variables and will guide student interactions. Sim-
Pal’s architecture allows a teacher to tailor their lesson plan by
I) modifying the variables and relations of a simulation through
natural conversation and II) integrating any third-party simulation.

A challenging first step toward achieving this goal is to have the
LLM accurately identify variables from the simulation selected by

a teacher that best matches their IGs. In this paper, we empirically
evaluate this task’s accuracy on 63 physics simulations from PhET
and Golabz using two LLMs: ChatGPT-3.5 [5] and PaLM 2 [2]. By
employing the recently introduced TELeR taxonomy, we examined
the impact of different prompting strategies on LLM’s ability to
identify the physical variables relevant to the IGs. Our findings
demonstrated that SimPal can perform this task with a high degree
of accuracy when provided with an appropriately crafted prompt.

2 BACKGROUND AND RELATEDWORK
Conversational Agents in K-12 Science. Conversational agents,
like Betty’s Brain [19, 20] and MetaTutor [3, 4] have been used to
foster students’ learning. In Betty’s Brain [19, 20], students learn
science and mathematics concepts by teaching a virtual agent, Betty.
MetaTutor is a hypermedia-based biology learning environment
where teachers set learning goals and students choose metacogni-
tive processes, with occasional pedagogical agent prompts. All of
the aforementioned frameworks support students’ learning, whereas
SimPal offers a conversational AI assistant for teachers to develop
simulation-based science lesson plans.

LLMs and K-12 Education. LLMs have recently been increasingly
used to enhance student learning. Zhang et al. utilized LLMs in
solving arithmetic math word problems [34]. Prihar et al. [26] uti-
lized GPT-3 with few shot learning to generate middle school math
explanations on ASSISTments. They found that GPT-3, primarily
trained on English text, generated explanations that were signifi-
cantly inferior to teacher-authored ones. Lately, Khan Academy has
introduced a GPT-4 [1] powered tutoring system, Khanmigo [18],
to assist teachers in planning their lessons and providing feedback
on students writing. Our proposed approach, SimPal, is similar to
Khanmigo in terms of assisting teachers in planning their lessons.
However, SimPal differs from Khanmigo in that it allows teachers
to integrate any third-party simulations into their lesson plans.

Grounding LLMs to Unseen Tasks. LLMs, which represent vast
amounts of information, still require adaptation to specific tasks.
Traditionally, task-specific supervised data is used to fine-tune an
LLM and adapt it to new natural language processing (NLP) ap-
plications [10, 16, 17, 27]. However, fine-tuning faces two major
challenges: insufficient training data and a lack of computing re-
sources and expertise. Few-shot learning is another approach that
uses prompt engineering [6, 13] and domain-specific examples [5].
However, few-shot learning may be challenging for lesson planning
due to teachers’ individual teaching styles and preferences. Rein-
forcement learning (RL) from human feedback (RLHF) employs RL
to optimize human preferences during LLM training [24]. However,
it can incur significant exploration costs in RL. In contrast, our
approach, known as meta-conversation, uses natural conversation
to infer a human preference, i.e., the teacher’s lesson plan.

Prompt Taxonomy for LLM.As LLM’s prompt impacts the output
accuracy of LLMs, a recent study proposed a taxonomy, TELeR [29],
to design and evaluate prompting techniques systematically. TELeR
taxonomy has seven levels of prompts. We only explain the four
prompt levels [Level 1- Level 4] used in our study in Table 1.
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Table 1: TELeR Taxonomy for LLM Prompting

Level (L) Definition
L1 One sentence describing the high-level task goal
L2 Multi-sentence prompt describing the high-level

goals and sub-tasks
L3 Prompt describing the high-level goals

and sub-tasks in bulleted style.
L4 Prompt specifying high-level goals, sub-tasks, and

output evaluation criteria (e.g., few-shot examples)

3 INSTRUCTION GOALS AND SIMPAL
We formulate a teacher’s IG in terms of variables and relationships
among variables. Consider a toy example where the teacher’s in-
structional goal is to teach inversely proportional relationships in
Newton’s Second Law of Motion in a PhET simulation [22]. As
demonstrated in Figure 1, the teacher conveys their IGs (e.g., in-
versely proportional relationships Newton’s Second Law of Motion)
to SimPal. Then, SimPal generates relevant topics (e.g., force, ac-
celeration) for the lab and asks the teacher to review those. Upon
receiving the teacher’s feedback, SimPal then identifies a set of
relevant variables and their relationships to create symbolic repre-
sentations of the desired IGs based on the teacher’s feedback.

The scope of our study is variable extraction in Physics simula-
tions, with the task described as follows.
ProblemDefinition.Given an IG of a simulation topic, SimPal uses
LLMs to generate variables. The task is to assess LLM’s accuracy of
generated variables given a natural language description of the IG.

4 EXPERIMENTAL DESIGN
4.1 Underlying LLM of SimPal
Table 2 lists three LLMs that we assessed in our preliminary analysis.

Table 2: LLMs Evaluated in this work.

Model Creator # Parameters
ChatGPT-3.5 (gpt-3.5-turbo-0613, [5]) OpenAI 175B

PaLM 2 (chat-bison-001, [2]) Google 340B
LLaMA-2 (Llama-2-70b-chat-hf, [31]) Meta 70B

4.2 Prompt Design with SimPal
We used Level 1 to Level 4 following the TELeR taxonomy in Table
1. Example Level 1, 2, 3, and 4 prompts are given below.
• Level 1 Identify and list the variables associated with these topics
and the description, along with their corresponding symbols.

• Level 2 You are a physics teacher in a high school, and you are
preparing a lesson plan on related concepts. You have a list of
topics and descriptions.
Your task is to Level 1 Prompt Text
Please provide the variables and symbols in the following JSON
format. The key would be the “Name" of the variable and the
value would be the “Symbol".
Include symbols and strictly follow the JSON format.

Do not print topics and descriptions; only variable names and
corresponding symbols are used.

• Level 3 Level 2 Prompt Text
Please provide the variables and symbols in the following JSON
format: [ “Name": " ", “Symbol": " " ]
- List down all the relevant variables and their symbols.

• Level 4 Level 3 Prompt Text
You are given a GUIDELINES_PROMPT to show an example but
do not include the variables from the GUIDELINES_PROMPT in
the response if they are not relevant.

4.3 Simulation Dataset
Our dataset includes simulations from PhET [33] and Golabz [32].
PhET hosts free math and science simulations. Golabz hosts online
science labs to promote inquiry learning at scale. We performed
preliminary analysis on five PhET simulations (Section 4.4) and
final evaluation on 32 PhET and 31 Golabz simulations (Section 5).

4.4 Preliminary Experiments and Insights
We investigated the output of three LLMs on five PhET simula-
tions using the TELeR taxonomy prompting levels [Level 1– Level
4]. Table 3 shows that all three LLMs’ F1-scores fall with Level-4
prompting. Observing the format accuracy of Levels 2 and 3, we
conclude that ChatGPT-3.5 and PaLM 2 generate output in the de-
sired format. Based on the results in Table 3, we selected two LLMs,
ChatGPT-3.5 and PaLM 2, with Level 2 and Level 3 prompting levels.

Table 3: LLM Performance and Prompting Levels as per the
TeLER Taxonomy. Format Accuracy = (0) 1, if LLM-generated
Results (Do not) Follow the Prompt’s Format Specification.
The Highest of each Metric per Prompt Level is in Bold

Model Format Accuracy Precision Recall F1 Score
Level 1

ChatGPT-3.5 0 0.923 0.923 0.923
PaLM 2 0 0.923 0.958 0.94

LLaMA-2 (70B) 0 0.929 1 0.963
Level 2

ChatGPT-3.5 1 0.78 0.729 0.754
PaLM 2 1 0.881 0.835 0.857

LLaMA-2 (70B) 0 0.876 0.897 0.887
Level 3

ChatGPT-3.5 1 0.898 0.877 0.887
PaLM 2 1 0.853 0.848 0.851

LLaMA-2 (70B) 0.4 0.755 0.767 0.761
Level 4

ChatGPT-3.5 1 0.732 0.691 0.711
PaLM 2 1 0.96 0.712 0.818

LLaMA-2 (70B) 0 0.82 0.761 0.7894

5 FINAL CASE STUDY AND EVALUATION
Dataset.We evaluated SimPal’s performance in 63 Physics simu-
lations, including 32 from PhET and 31 from Golabz, as depicted
in Table 4. For each simulation, we designed two prompting levels
(Level 2 and Level 3) using two LLMs: ChatGPT-3.5 and PaLM 2.
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Table 4: Dataset Statistics. L2 = Level 2, L3 = Level 3, #Prompts
= Total Prompts by Level 2 and Level 3

ChatGPT-3.5 PaLM 2
L2 L3 #Prompts L2 L3 #Prompts

Golabz 32 32 64 32 32 64
PhET 31 31 62 31 31 62

Evaluation.We created prompts by extracting IGs and topics from
lab web pages. The IGs in PhET and Golabz are the learning goals
and lab descriptions, respectively. To identify gold standard vari-
ables for a lab, we identified topics from the lab webpage and added
additional terms from the Teacher Resources section. Finally, we
cross-referenced the relevant terms with an open-source CK-12
Physical Science textbook [8], aligned to the Next Generation Sci-
ence Standards (NGSS) [9] to determine the final gold standards
and manually compared SimPal’s outputs to the gold standards.
Metric. For each simulation, the LLM inferred variables are com-
pared against the list of gold standard variables to compute the true
positive, false positive, true negative, and false negative statistics.
Then, all such statistics in a dataset were aggregated to compute
the final Precision, Recall, and micro-averaged F1 score.

Table 5: An Example Annotation Scheme and SimPal’s Out-
put Evaluation on a Lab Titled Wave on a String

Topics LLM Output Gold Standard
""Name"": ""Wavelength""," frequency
, ""Symbol"": ""0̆3BB""

Frequency ""Name"": ""Frequency"", amplitude
""Symbol"": ""f""

Amplitude ""Name"": ""Period"" , wavelength
""Symbol"": ""T""

Damping ""Name"": ""Amplitude"" , period
""Symbol"": ""A""
""Name"": ""Speed"" ,
""Symbol"": ""v""
""Name"": ""Damping Coefficient"",
""Symbol"": ""0̆3B2""

Table 5 presents an example of SimPal’s output evaluation in
a lab. We calculated true positive values (TP) by comparing the
number of matched LLM outputs to the gold standard, resulting in
four true positives. We calculated false positives (FP) by subtracting
the number of LLM outputs from the true positives, yielding two
false positives. Further, we calculated the false negatives (FN) by
subtracting true positives from the number of gold standard outputs,
resulting in zero false negatives in the given example.

5.1 Results and Discussion
Table 6 presents our evaluation results of SimPal.
TELeR Prompting Levels and SimPal Performance. Level 3
prompting resulted in higher F1 scores for both LLMs than Level
2 in Golabz simulations. In PhET simulations, Level 2 prompting
produced a higher recall score than Level 3 in PaLM 2.

Table 6: SimPal’s Performance with TeLER Prompt Levels 2
and 3 for LLM Families and Simulation Sources in Table 4

ChatGPT-3.5
Precision Recall F1 Precision Recall F1

Level 3 Level 2
Golabz 0.590 0.713 0.60 0.525 0.627 0.541
PhET 0.560 0.654 0.581 0.523 0.519 0.539

PaLM 2
Level 3 Level 2

Golabz 0.607 0.639 0.568 0.555 0.591 0.525
PhET 0.512 0.584 0.547 0.529 0.628 0.547

LLM Family and SimPal Performance. ChatGPT-3.5 outper-
formed PaLM 2 in F1-scores in both Golabz and PhET simulations
with Level 3 prompting. ChatGPT-3.5 also achieved a higher F1
score than PaLM 2 for Level 2 prompting in Golabz simulations.
Simulation Source and SimPal Performance. Golabz simula-
tions resulted in a higher F1-score in both Level 2 and Level 3
prompting than PhET in ChatGPT-3.5. In PaLM 2, Golabz simula-
tions outperformed PhET in F1-score in only Level 3 prompting.

The differences in F1 scores between Golabz and PhET simula-
tions may be due to content alignment differences. Golabz simula-
tions may have been more aligned with curriculum standards. Ad-
ditionally, PhET simulations may contain more complex or detailed
information, resulting in the generation of extraneous outputs.

6 FUTUREWORK
We plan to extend SimPal to provide support to students via meta-
conversation. This includes feedback on writings, answered ques-
tions, and hint generation. Additionally, we plan to use SimPal’s
student interaction data to generate recommendations for teachers,
such as identifying high-performing and struggling students.

7 CONCLUSION
In this study, we present SimPal, an LLM-basedmeta-conversational
framework for simulation-based science labs, allowing teachers to
include third-party (open or closed-source) simulations into lesson
plans, facilitating instruction at scale.We assessed SimPal’s variable
generation capabilities with two LLMs: ChatGPT-3.5 and PaLM 2 on
63 Physics simulations from PhET and Golabz, experimenting with
different prompts following the TELeR prompting taxonomy. Our
findings showed that I) SimPal can provide ameaningful variable list
tailored to the lab and instruction goal, and II) the LLM prompting
level impacts SimPal’s performance. Furthermore, we observed
that Golabz simulations outperformed PhET in the F1 score. It is
important to note a limitation in our evaluation; our gold standard
outputsmay lack the subject matter expertise of real school teachers,
potentially leading to disparities in F1 scores. Future work will
involve incorporating feedback from teachers and subject matter
experts to improve the accuracy and relevance of LLM outputs.
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